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Abstract. We prove a Hankel-variant commutant lifting theorem. This also uncovers
the complete structure of the Beurling-type reducing and invariant subspaces of Hankel
operators. Kernel spaces of Hankel operators play a key role in the analysis.
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1. Introduction

Sarason’s commutant lifting theorem [18] is a cornerstone of Hilbert function spaces and
has many applications in various fields. This result is powerful as it also stands on a core
philosophy. It says that one may lift an operator commuting with a model operator to an
operator commuting with the shift operator without altering the norm. Model operators
are simply compressions of the shift operator into its co-invariant subspaces.

Now, the commutant of the shift is analytic Toeplitz operators, whereas Hankel oper-
ators act as intertwiners between the shift and its adjoint. Then, from the perspective of
Sarason’s lifting theorem or just general interest, a natural question arises as to whether
the intertwiners between a model operator and its adjoint lift to Hankel operators.

Curiously, this question has gone unnoticed, and the purpose of this paper is to address
it. On one hand, our approach to proving this lifting theorem is somewhat simpler.
On the other hand, even at a very basic level, unlike Sarason’s lifting, we observe that
the existence of nonzero intertwiners between a model operator and its adjoint is not
guaranteed. We point out that the underlying structure of model spaces, which reduces
Hankel operators, conceals the existential problem. We solve this reducing (and even
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invariant) subspace problem and use it to solve the existential problem. Our classification
provides concrete examples of both the possible and impossible cases of intertwiners.

Now we delve further into the subject matter of the paper. Let L2(T) represent the
classical Hilbert space of Lebesgue square integrable functions on T = {z ∈ C : |z| = 1}.
Let Lϕ denote the Laurant operator on L2(T) that corresponds to the symbol ϕ ∈ L∞(T).
Here, L∞(T) is the standard von Neumann algebra of C-valued essentially bounded
Lebesgue measurable functions on T. Therefore, we have

Lϕf = ϕf,

for all f ∈ L2(T). This is a repository for many profound theories that encompass
both Toeplitz operators and Hankel operators. The Toeplitz operator Tϕ and the Hankel
operator Hϕ with the symbol ϕ ∈ L∞(T) are defined as

Tϕ = P+Lϕ|H2 ,

and
Hϕ = P+LϕJ |H2 ,

respectively. By H2 we mean the Hardy space of square integrable functions on T and
analytic on D = {z ∈ C : |z| < 1}. Alternatively, this is the space of all L2(T)-functions
that have zero negative Fourier coefficients. Also, P+ denotes the orthogonal projection
from L2(T) onto H2, and J : L2(T)→ L2(T) is the unitary operator defined by

(Jf)(z) = f(z̄),

for all f ∈ L2(T) and z ∈ T. Note that the special Toeplitz operator Tz is an isometry
and is also popularly known as the shift operator. By application of the Beurling theorem
[3], we know that T ∗z -invariant closed subspaces are represented as

Qu = H2 	 uH2,

where u ∈ H∞(D) is an inner function. This is referred to as a model space, and the model
operator is the compression

Su = PQuTz|Qu ,

where PQu denotes the orthogonal projection of H2 onto Qu. Recall that H∞(D) is the
Banach algebra of all bounded analytic functions on D, and a function u ∈ H∞(D) is
inner if

|u(z)| = 1,

for a.e. z ∈ T (in the sense of radial limits). We refer to uH2 as a Beurling-type subspace of
H2. The commutant of Tz is precisely the Toeplitz operators with symbols from H∞(D).
In other words

{X ∈ B(H2) : TzX = XTz} = {Tϕ : ϕ ∈ H∞(D)}.
Throughout the paper, B(H) refers to the space of all bounded linear operators on a given
Hilbert space H.

It is now desirable to recall Sarason’s commutant lifting theorem [18]. Let X ∈ B(Qu).
Then

SuX = XSu,

if and only if there exists a function ϕ ∈ H∞(D) such that ‖X‖ = ‖Tϕ‖ and

X = PQuTϕ|Qu .
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This amounts to the commutativity of the following diagram (when combined with the
norm identity ‖X‖ = ‖Tϕ‖):

H2
Tϕ

//
OO

iQu

H2

PQu

��

Qu
X

// Qu

where iQu : Qu ↪→ H2 is the canonical isometric inclusion operator.
With this perspective, we now turn to Hankel operators. Following the commutant

of Tz described above, we first recall the set of intertwiners between the shift Tz and its
adjoint T ∗z :

{X ∈ B(H2) : T ∗zX = XTz} = {Hϕ : ϕ ∈ L∞(T)}. (1.1)

This well-known result is due to Nehari [13] (also see [14, Theorem 2.2.4] for a proof).
When it comes to Hankel operators, this is one of the most important and useful results.
This, together with Sarason’s lifting theorem, raises the following natural question:

Question 1.1. Given an inner function u ∈ H∞(D) and an operator X ∈ B(Qu), deter-
mine whether the condition

S∗uX = XSu, (1.2)

implies that X lifts to a Hankel operator maintaining X’s norm. That is, whether there
exists a symbol ϕ ∈ L∞(T) for which that

X = PQuHϕ|Qu ,

and
‖X‖ = ‖Hϕ‖.

Of course, this question is so basic that it arises as a matter of independent interest.
The preceding diagram can be used to illustrate the problem in a manner similar to the
commutant lifting theorem. However, in this case, X ∈ B(Qu) fulfills the intertwining
relationship (1.2). In Theorem 2.3, we solve the lifting problem for Hankel operators:

Theorem 1.2. Let u ∈ H∞(D) be an inner function and let X ∈ B(Qu). Then S∗uX =
XSu if and only if there exists ϕ ∈ L∞(T) such that

Hϕ =

[
X 0
0 0

]
.

In particular, if S∗uX = XSu, then X = Hϕ|Qu, and ‖Hϕ‖ = ‖X‖.

The proof of this theorem relies solely on two lemmas, namely Lemma 2.1 and Lemma
2.2. The former lemma further uses Nehari’s classifications of intertwiners between the
shift Tz and its adjoint T ∗z , as pointed out in (1.1).

Theorem 1.2 appears to be the solution to the lifting problem proposed in Question 1.1
above. However, some thoughts prompt questions about even the existence of a nonzero
X ∈ B(Qu) satisfying the intertwining condition (1.2). In fact, there is an abundance of
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nonzero X that fulfills SuX = XSu in the case of the commutant lifting theorem (just
take X = Su). On the other hand, there isn’t an automated fix for this in the Hankel
operator situation. That is, given an inner function u ∈ H∞(D), it is not effortless to
identify a nonzero solution X ∈ B(Qu) to the identity (1.2). This prompts the question
that follows:

Question 1.3. Classify nonconstant inner functions u ∈ H∞(D) for which there exists a
nonzero operator X ∈ B(Qu) satisfying the intertwining condition (1.2).

This question is fascinating on its own because it also involves solving operator equa-
tions. Theorem 1.4 yields a complete answer to this question:

Theorem 1.4. There exists a nonzero operator X ∈ B(Qu) satisfying S∗uX = XSu if and
only if

gcd{u, Ju} 6= 1.

It is relevant to note in the above scenario that

X = Hϕ|Qu ,

provides a nonzero solution for the operator equation S∗uX = XSu (see the proof of
Theorem 1.4, and specifically the construction in (4.1)), where

ϕ = T ∗z gcd{u, Ju}.
The above result is a byproduct of the solution to another natural question about

the structure of Beurling-type subspaces, which reduces Hankel operators. Indeed, a
closer inspection of Theorem 1.2 shows that the restrictions of Hankel operators on model
spaces that reduce the corresponding Hankel operators provide the possibility of a nonzero
solution X satisfying (1.2). In this context, we first classify Beurling-type subspaces that
are invariant under Hankel operators:

Theorem 1.5. Let u ∈ H∞(D) be a nonconstant inner function, and let ϕ ∈ L∞(T).
Then, the following are equivalent:

(1) uH2 is invariant under Hϕ.
(2) uH2 ⊆ kerHϕ.
(3) P+ϕ ∈ QJu.

As a result, in Corollary 3.2, we present Beurling-type subspaces that reduce Hankel
operators: In the setting of Theorem 1.5, the following are equivalent:

(1) uH2 reduces Hϕ.
(2) uH2 ⊆ kerHϕ ∩ kerH∗ϕ.

(3) P+ϕ ∈
(
gcd{u, Ju}H2

)⊥
.

Note that given a function u =
∑∞

n=0 anz
n ∈ H∞(D), the function Ju ∈ H∞(D) is

given by

Ju =
∞∑
n=0

ānz
n.

We present examples and counterexamples of lifting, reducing, and invariant subspaces
of Hankel operators. For instance, Theorem 1.4 can be applied to a specific model space
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to verify the presence of nonzero intertwiners. We also have some properties of classical
Hankel operators, like the one related to Hilbert’s Hankel matrix Γ, where

Γ =
{ 1

m+ n+ 1

}∞
m,n=0

.

In particular, we have the following new information about the Hankel operator Hψ, which
corresponds to Hilbert’s Hankel matrix:

(1) Hψ cannot be viewed as a lift to any intertwiners of the model operator and its
adjoint (see Example 4.4 for more details).

(2) Since Hψ is injective [11], by Theorem 1.5, it follows that there is no Beurling-type
subspace that is invariant under Hγ.

We note that the theory of Hankel operators is an evergreen subject that is well-known
for its connections to a variety of subjects and for solving problems of general interest.
For instance, see Pisier’s solution to the similarity problem [16] (also see [1]). While the
monographs [14, 15] are excellent source for comprehensive discussion, we suggest reading
[2, 8, 9, 10, 19] to get a feel for the work from various perspectives. Finally, we comment
that the paper is self-contained modulo standard classical notions that can be found in
the well-known monographs [7, 14, 15, 17].

The remainder of the paper is divided into four sections. The lifting theorem is pre-
sented in the next section, Section 2. The lifting result of this section led us to discuss the
Beurling-type invariant and reducing subspaces of Hankel operators, which are addressed
in Section 3. With these tools in hand, we revisit the lifting problem in Section 4 and
refine the results obtained in Section 2. The final section, Section 5, discusses possible
generalizations and some refinements of the techniques applied in this paper.

2. A lifting theorem

The aim of this section is to prove the lifting theorem for operators acting on model
spaces and satisfying the intertwining relation between the model operator and its adjoint.

In order to guarantee a proof that is technically rigorous, we shall make modifications to
our notation. These alterations will solely be implemented in the proof of the subsequent
two results (and also in a part of Section 5).

Consider the canonical embedding

iQu : Qu ↪→ H2.

It is clear that
i∗Qu

iQu = IQu ,

and
iQui

∗
Qu

= PQu ,

where, as usual, PQu ∈ B(H2) denotes the orthogonal projection of H2 onto Qu. Using
this notation, we can more appropriately define the model operator Su on the model space
Qu as follows:

Su = i∗Qu
TziQu .

Evidently, this is the correct representation of the model operator, instead of following
the standard definition of Su as Su = PQuTz|Qu . Note also that S∗u = T ∗z |Qu . The following
is a key to our lifting theorem:
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Lemma 2.1. Let X ∈ B(Qu). Then S∗uX = XSu if and only if there exists ϕ ∈ L∞(T)
such that

iQuXi
∗
Qu

= Hϕ.

Proof. Suppose S∗uX = XSu. We claim that

T ∗z (iQuXi
∗
Qu

) = (iQuXi
∗
Qu

)Tz.

Indeed, S∗uX = XSu implies that i∗Qu
(T ∗z iQu)X = X(i∗Qu

TziQu). Since iQui
∗
Qu

= PQu , we
have

PQuT
∗
z iQuX = (iQuXi

∗
Qu

)TziQu .

But since

PQuT
∗
z iQu = T ∗z iQu , (2.1)

(as T ∗zQu ⊆ Qu) we must have

T ∗z iQuX = (iQuXi
∗
Qu

)TziQu .

Multiplying both sides by i∗Qu
on the right this implies

T ∗z (iQuXi
∗
Qu

) = (iQuXi
∗
Qu

)TzPQu ,

which, in view of the fact that i∗Qu
TzPQu = i∗Qu

Tz (see (2.1) above), finally yields the
claim. Therefore, by (1.1), there exists ϕ ∈ L∞(T) such that iQuXi

∗
Qu

= Hϕ.
For the converse direction, assume that there exists ϕ ∈ L∞(T) such that iQuXi

∗
Qu

= Hϕ.
We compute

iQu(S∗uX −XSu)i∗Qu
= ((iQui

∗
Qu

)T ∗z iQu)(Xi∗Qu
)− iQuX(i∗Qu

Tz(iQui
∗
Qu

))

= PQuT
∗
z iQu(Xi∗Qu

)− iQuX(i∗Qu
TzPQu)

= T ∗z iQuXi
∗
Qu
− iQuXi

∗
Qu
Tz

= T ∗zHϕ −HϕTz

= 0,

as Hϕ is a Hankel operator (see (1.1)). Using the fact that iQu is an isometry, we ultimately
arrive at the conclusion that S∗uX = XSu. This completes the proof of the lemma. �

We also have the following elementary observation, which will be used as a tool in the
proof of our lifting theorem.

Lemma 2.2. Let X ∈ B(Qu) and let ϕ ∈ L∞(T). Then

iQuXi
∗
Qu

= Hϕ,

if and only if

Hϕ =

[
X 0
0 0

]
,

with respect to the orthogonal decomposition H2 = Qu ⊕Q⊥u .

Proof. We write iQu : Qu → H2 = Qu ⊕Q⊥u as the column operator

iQu =

[
IQu

0

]
.
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Then

iQuXi
∗
Qu

=

[
IQu

0

]
X
[
IQu 0

]
,

and hence

iQuXi
∗
Qu

=

[
X 0
0 0

]
. (2.2)

The lemma is now easily derived from this identity. �

From the matrix representation of Hϕ in the above statement, it is evident that ‖Hϕ‖ =
‖X‖. As a result, Lemmas 2.1 and 2.2 immediately yield the lifting theorem for Hankel
operators, as also stated in Theorem 1.2 earlier.

Theorem 2.3. Let Qu be a model space and let X ∈ B(Qu). Then S∗uX = XSu if and
only if there exists ϕ ∈ L∞(T) such that

Hϕ =

[
X 0
0 0

]
.

In particular, if S∗uX = XSu, then we have the following:

X = Hϕ|Qu ,

and
‖Hϕ‖ = ‖X‖.

This seemingly resolves the lifting theorem within the context of Hankel operators,
providing a more direct method compared to the commutant lifting theorem [18]. Nev-
ertheless, this approach may obscure the underlying issue that does not persist in the
commutant lifting theorem. We are essentially talking about the existence of nonzero
intertwiners. In the case of commutant lifting, there is abundance of operators acting on
model space that commute with the model operator. However, the question of the exis-
tence of nonzero operators that act on a model space and intertwine between the model
operator and its adjoint does not appear to have a direct solution.

This suggests the above lifting result is incomplete, and in the following sections, we fill
this gap. For instance, in Section 4, we will present quantitative classifications of nonzero
intertwiners.

3. Invariant and reducing subspaces

Theorem 2.3 makes it clear that one needs to understand the structures of model spaces
that reduce a given Hankel operator. The purpose of this section is to address that issue.
In fact, we go a bit further: we first classify Beurling-type invariant subspaces of Hankel
operators. As a consequence, this result would imply a classification of model spaces that
reduces Hankel operators. Evidently, the invariant subspace theorem that follows this
section is of independent interest.

We proceed to the proof of Theorem 1.5. Recall the unitary operator J : H2 → H2

defined by (Jf)(z) = f(z̄) for all f ∈ H2 and z ∈ D.

Proof of Theorem 1.5: To begin, we show that (1) ⇔ (2). Assume that Hϕ(uH2) ⊆ uH2.
Define a closed subspace Q ⊆ H2 as

Q = span{Hϕ(uf) : f ∈ H2}.
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Clearly, Q ⊆ uH2. We claim that Q is a model space, that is, Q is T ∗z -invariant. To prove
this claim, fix a function g ∈ Q. Then, for every n ∈ N, there exists a function fn ∈ H2

such that

‖Hϕ(ufn)− g‖ < 1

n
.

Now, for any f ∈ H2, we have

T ∗z (Hϕ(uf)− g) = T ∗zHϕ(uf)− T ∗z g
= HϕTz(uf)− T ∗z g
= Hϕ(uzf)− T ∗z g.

In the above, we have applied the Hankel property that T ∗zHϕ = HϕTz. Since T ∗z is a
contraction, we have

‖T ∗zHϕ(uf)− T ∗z g‖ ≤ ‖Hϕ(uf)− g‖.
Thus, for all n ∈ N, we have

‖Hϕ(uzfn)− T ∗z g‖ ≤ ‖Hϕ(ufn)− g‖ < 1

n
,

which proves the claim that Q is a model space. Consequently, there is an inner function
v ∈ H∞(D) such that

Q = Qv.
Now we find ourselves in a situation where a model space is included in a Beurling-type
invariant subspace, that is

Qv ⊆ uH2.

We claim that this leads to triviality. Indeed, the above inclusion implies znQv ⊆ uH2

for all n ∈ Z+, and hence

span{znQv : n ∈ Z+} ⊆ uH2.

But then, since span{znQv : n ∈ Z+} reduces Tz (recall that Tz is an irreducible operator),
we have

span{znQv : n ∈ Z+} = H2 or {0}.
If the above is equal to H2, then uH2 = H2, a contradiction to the fact that u is a
nonconstant inner function. It follows that

Qv = Q = {0},
which implies uH2 ⊆ kerHϕ. This completes the proof of the forward direction. The
reverse direction is straightforward.
For (2) ⇒ (3), assume that uH2 ⊆ kerHϕ. In particular, Hϕu = 0. From the definition
of Hϕ, we find

Hϕu = P+ϕJu = 0.

This readily implies that

ϕJu ∈ zH2.

Equivalently
〈ϕJu, f〉L2(T) = 0,

for all f ∈ H2, and hence
〈P+ϕ, Juf〉H2 = 0,
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for all f ∈ H2. Therefore

P+ϕ ∈ QJu.
This proves that (2) ⇒ (3). Finally, assume that the above property holds. Then, as

above, 〈ϕJu, f〉L2(T) = 0 for all f ∈ H2, which implies ϕJu ∈ zH2. Since ϕJu ∈ L∞(T),
we conclude that

ϕJu ∈ zH∞(D).

This gives

Hϕuf = P+ϕ((Ju)(Jf)) = 0,

for f ∈ H2, and hence uH2 ⊆ kerHϕ. This completes the proof of Theorem 1.5. �

In particular, if kerHϕ = {0}, then except for H2, none of the Beurling-type subspaces
can be invariant under Hϕ. We illustrate this with a common example. Consider the
classical Hilbert’s Hankel matrix Γ defined by [20, page 191]

Γ =


1 1

2
1
3
· · ·

1
2

1
3

1
4
· · ·

1
3

1
4

1
5
· · ·

· · · · · ·

 .
Let us denote Hψ the Hankel operator on H2 corresponding to Hilbert’s Hankel matrix
Γ, where ψ is a symbol defined by

ψ(eit) = ie−it(π − t),
for t ∈ T. It is well-known that Hψ has trivial kernel [11]. As a result, we have the
following corollary concerning the lattice of the invariant subspaces of Hilbert’s Hankel
matrix:

Corollary 3.1. Let Hψ denote the Hankel operator on H2 corresponding to Hilbert’s
Hankel matrix Γ. Then

{uH2 : u ∈ H∞(D) inner} ∩ LatHψ = {H2}.

This result stands in contrast to composition operators, since there is always a Beurling-
type subspace that is invariant under a given composition operator (see Matache [12], and
also see [4]).

Now we turn to model spaces that reduce Hankel operators. We need to recall some
basics about inner function arithmetic. Note that an inner function u ∈ H∞(D) is said
to be the greatest common divisor of a pair of inner functions u1, u2 ∈ H∞(D) if

(1) u divides both u1 and u2, and
(2) if an inner function u3 ∈ H∞(D) divides both u1 and u2, then u3 also divides u.

In the above case, we simply write

u = gcd{u1, u2}.
Furthermore, when we say that an inner function u ∈ H∞(D) divides another inner
function v ∈ H∞(D), we mean that there is a function w ∈ H∞(D) (which will be forced
to be an inner function anyway) such that

v = wu.
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Consider a pair of inner functions u1, u2 ∈ H∞(D). Among the model spaces Qu1 and
Qu2 , the following identity exists:

(gcd{u1, u2}H2)⊥ = Qgcd{u1,u2} = Qu1 ∩Qu2 .
Indeed, f ∈ (gcd{u1, u2}H2)⊥ if and only if

〈f, gcd{u1, u2}g〉H2 = 0,

for all g ∈ H2. This is now equivalent to (in view of the definition of gcd)

〈f, u1g〉H2 = 0 = 〈f, u2g〉H2 ,

for all g ∈ H2. Equivalently, we have

f ∈ Qu1 ∩Qu2 ,
which completes the proof of the well-known claim.

Now we are ready for the complete classification of model spaces that reduce Hankel
operators.

Corollary 3.2. Let u ∈ H∞(D) be a nonconstant inner function, and let ϕ ∈ L∞(T).
Then, the following are equivalent:

(1) uH2 reduces Hϕ.
(2) uH2 ⊆ kerHϕ ∩ kerH∗ϕ.

(3) P+ϕ ∈
(
gcd{u, Ju}H2

)⊥
.

Proof. If uH2 reduces Hϕ, then, in particular, uH2 remains invariant under both Hϕ and
H∗ϕ. Since H∗ϕ is also a Hankel operator, (2) simply follows from Theorem 1.5. The reverse

direction (2)⇒ (1) is easy: uH2 ⊆ kerHϕ∩kerH∗ϕ readily implies, as a general fact, that

uH2 (and hence Qu) reduces Hϕ. This proves that (1) and (2) are equivalent.
For (2) ⇒ (3), assume that uH2 ⊆ kerHϕ ∩ kerH∗ϕ. Then uH2 ⊆ kerHϕ, together with
Theorem 1.5, gives that

P+ϕ ∈ QJu.
On the other hand, uH2 ⊆ kerH∗ϕ implies H∗ϕu = 0. In view of H∗ϕ = HJϕ [15, Page 432],
we have HJϕu = 0, and hence

P+JϕJu = 0.

This implies JϕJu ∈ zH2. Since JϕJu ∈ L∞(T), it readily follows that

JϕJu ∈ zH∞(D).

There exists h ∈ H∞(D) such that

JϕJu = z̄h.

We take the conjugate of each side first, and then apply J to either side to get

ϕū = z̄Jh ∈ zH∞(D).

Since ϕū ∈ zH∞(D), for all f ∈ H2, we have 〈ϕū, f〉L2(T) = 0. Equivalently

〈P+ϕ, uf〉H2 = 0.

This implies P+ϕ ∈ Qu, and hence

P+ϕ ∈ Qu ∩QJu =
(

gcd{u, Ju}H2
)⊥
.
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Finally, for (3) ⇒ (2), assume that P+ϕ ∈
(

gcd{u, Ju}H2
)⊥

= Qu ∩ QJu. Theorem 1.5
and the fact that H∗ϕ = HJϕ immediately imply that uH2 ⊆ kerHϕ ∩ kerH∗ϕ. �

In the context of Theorem 1.5, it is worth mentioning that the condition uH2 ⊆ kerHϕ

can be expressed equivalently as
HϕTu = 0.

Within the same framework, Douglas’ range inclusion theorem states that uH2 is invariant
under Hϕ if and only if

HϕTu = TuY,

for some Y ∈ B(H2). It is also curious to note that in this case, HϕTu is a Hankel
operator. Similarly, Corollary 3.2 implies that uH2 reduces Hϕ if and only if HϕTu = 0
and H∗ϕTu = 0.

We conclude this section with two more invariant subspace results. Recall that Theorem
1.5 provides a complete classification of Beurling-type subspaces invariant under Hankel
operators. Using the same result, we can also classify model spaces invariant under Hankel
operators. Indeed, recall the identity [15, Page 432]

H∗ϕ = HJϕ

for all ϕ ∈ L∞(T), used in the previous corollary. Let u ∈ H∞(D) be a nonconstant inner
function. Given that uH2 is invariant under Hϕ if and only if Qu is invariant under H∗ϕ,
the following is immediately implied by the above adjoint formula and Theorem 1.5:

Corollary 3.3. Let u ∈ H∞(D) be a nonconstant inner function, and let ϕ ∈ L∞(T).
Then, the following are equivalent:

(1) Qu is invariant under Hϕ.
(2) uH2 ⊆ kerHJϕ.
(3) P+ϕ ∈ Qu.

Finally, we return to the Hankel operator Hψ on H2 corresponding to Hilbert’s Hankel
matrix Γ. Note that Hψ is a self-adjoint operator, and consequently, Corollary 3.1 implies:

Corollary 3.4. Let Hψ denote the Hankel operator on H2 corresponding to Hilbert’s
Hankel matrix Γ. Then

{Qu : u ∈ H∞(D) inner} ∩ LatHψ = {{0}}.
In the above, one needs to use the fact that the model spaces are always proper sub-

spaces of H2.

4. Revisiting liftings and examples

Let us now go back to the lifting problem in Section 2. At that point, the primary
question that remained unanswered was the existence of intertwiners between a model
operator and its adjoint. The representation of the lift was an additional concern.

We recall from Theorem 2.3 that if the given intertwiner X on the model space Qu
admits a lift to Hϕ, then Qu reduces Hϕ. Given Corollary 3.2, which classifies model
spaces that reduce Hankel operators, we can now relate the model space’s inner functions
to the Hankel operator symbols. In other words, in the following theorem, we directly
relate u and ϕ:
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Theorem 4.1. Let u ∈ H∞(D) be an inner function. Then there exists X ∈ B(Qu) such
that

S∗uX = XSu,

if and only if there exists ϕ ∈ L∞(T) such that

P+ϕ ∈
(

gcd{u, Ju}H2
)⊥
.

Moreover, in this case, Qu reduces Hϕ, and X = Hϕ|Qu.

Proof. Suppose S∗uX = XSu for some X ∈ B(Qu). By Theorem 2.3, there exists ϕ ∈
L∞(T) such that

Hϕ =

[
X 0
0 0

]
.

In particular, Q⊥u ⊆ kerHϕ ∩ kerH∗ϕ. Corollary 3.2 then implies that

P+ϕ ∈
(

gcd{u, Ju}H2
)⊥
.

It is also evident that X = Hϕ|Qu . For the converse direction, by Corollary 3.2 we again
have that Q⊥u ⊆ kerHϕ ∩ kerH∗ϕ. Thus the matrix representation of Hϕ with respect to

the decomposition H2 = Qu ⊕Q⊥u is

Hϕ =

[
Hϕ|Qu 0

0 0

]
.

Then the rest of the proof follows from Theorem 2.3 with X = Hϕ|Qu . �

We now shift our focus to the issue of finding a nonzero solution to the Hankel-type
intertwiner problem on model spaces. More specifically, in the following, we present the
proof of Theorem 1.4.

Proof of Theorem 1.4: Suppose S∗uX = XSu for some nonzero X ∈ B(Qu). By Theorem
4.1, there exists ϕ ∈ L∞(T) such that X = Hϕ|Qu and P+ϕ ∈ (gcd{u, Ju}H2)⊥. If
gcd{u, Ju} = 1, then (gcd{u, Ju}H2)⊥ = {0} and hence

P+ϕ = 0.

Then Hϕ = 0 and consequently X = Hϕ|Qu = 0 - a contradiction to our assumption that
X 6= 0. Conversely, suppose

θ := gcd{u, Ju} 6= 1.

Define
ϕ := T ∗z θ. (4.1)

Since kerT ∗z = C, it follows that ϕ 6= 0. Moreover, by the definition of θ, we have
T ∗z θ ∈ Qu and also T ∗z θ ∈ QJu, and consequently

T ∗z θ ∈ (gcd{u, Ju}H2)⊥.

Since T ∗z θ = θ−θ(0)
z

, for each w ∈ T, we have

|ϕ(w)| =
∣∣∣θ(w)− θ(0)

w

∣∣∣ ≤ |θ(w)|+ |θ(0)|.

Therefore
|ϕ(w)| ≤ 1 + |θ(0)|,
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a.e. on T, which implies ϕ ∈ L∞(T). Then, from ϕ ∈ H2, we conclude that

P+ϕ = ϕ = T ∗z θ ∈ (gcd{u, Ju}H2)⊥.

Define
X := Hϕ|Qu .

By Theorem 4.1, S∗uX = XSu, and hence it only remains to prove that X 6= 0. In view
of H2 = uH2 ⊕Qu, write

1 = uh+ g,

for some h ∈ H2 and g ∈ Qu. By Corollary 3.2, in particular, we have uH2 ⊆ kerHϕ.
Then

Xg = Hϕ1 = P+ϕ = ϕ 6= 0,

proves that X 6= 0. This completes the proof of Theorem 1.4. �

It is important to observe, in view of (4.1), that X := Hϕ|Qu is a nonzero solution to
the operator equation S∗uX = XSu, where

ϕ = T ∗z gcd{u, Ju}.
Clearly, there are alternative solutions X to the operator equation S∗uX = XSu. Suppose

θ = gcd{u, Ju} 6= 1.

Assume that dimQθ = 1. Then, all the nonzero intetwiners X are given by

X = HαT ∗
z θ|Qu ,

where α ∈ C. Next, assume that
dimQθ > 1.

For j = 1, 2, set
ϕj = T ∗jz θ,

and define
Xj = Hϕj

|Qu .

We claim that X1 6= X2 are nonzero solutions to S∗uX = XSu. To see this, as in the proof
of the above theorem, we write

1 = uh+ g,

for some h ∈ H2 and g ∈ Qu. It is now easy to see that

Xjg = Hϕj
1 = P+ϕj = ϕj,

for all j = 1, 2. Since ϕ1 and ϕ2 are nonzero distinct functions, we conclude that X1 and
X2 are nonzero distinct intertwiners.

Now we focus on model spaces corresponding to Blaschke products. Given each α ∈ D,
define the Blaschke factor bα by

bα(z) =
α− z
1− ᾱz

(z ∈ D).

Let Λ ⊆ N be a finite or countably infinite set. Pick a set of complex numbers {αn}n∈Λ ⊆ D
(repetition is allowed). Assume the Blaschke condition that∑

n∈Λ

(1− |αn|) <∞.
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Consider the Blaschke product

u =
∏
n∈Λ

bαn .

Then

Ju =
∏
n∈Λ

bᾱn ,

and consequently gcd{u, Ju} 6= 1 if and only if there exist p, q ∈ Λ such that ᾱp = αq.
This proves the following corollary to the above theorem:

Corollary 4.2. Given a Blaschke product u =
∏
n∈Λ

bαn as above, there exists a nonzero

X ∈ B(Qu) such that S∗uX = XSu if and only if there exist p, q ∈ Λ such that

ᾱp = αq.

We remark that if Λ is a finite set, then u becomes a finite Blaschke product that
corresponds to finite-dimensional model spaces.

It is now clear that one can construct concrete examples of model spaces that admit
or do not admit nonzero intertwiners. We present two extreme examples of this claim.
First, consider the inner function

u(z) = b i
2
(z) exp

(z + 1

z − 1

)
,

for all z ∈ D. Note that second factor is a singular inner function. In this case, it is
evident that

gcd{u, Ju} = exp
(z + 1

z − 1

)
6= 1.

Therefore, X := Hϕ|Qu on Qu yields a nonzero solution to S∗uX = XSu, where

ϕ = T ∗z exp
(z + 1

z − 1

)
.

On the other hand, if u = b i
2
, then gcd{u, Ju} = 1, and consequently there is no nonzero

solution to the equation S∗uX = XSu.
Next, we shift our focus to another question:

Question 4.3. Fix a symbol ϕ ∈ L∞(T). Is there a model space Qu and map X ∈ B(Qu)
such that S∗uX = XSu lifts to Hϕ?

To answer this, we retrieve the Hankel operator on H2 once more, which corresponds
to Hilbert’s Hankel matrix as stated in Corollary 3.1.

Example 4.4. Let Qu be a nontrivial model space. Denote by ψ ∈ L∞(T) the symbol
that corresponds to Hilbert’s Hankel matrix. We know from Corollary 3.1 that the model
spaces do not reduce Hψ. This implies that if S∗uX = XSu for some X ∈ B(Qu) and
X = Hϕ|Qu for some ϕ ∈ L∞(T), then

Hϕ 6= Hψ.

As a result, none of the intertwiners between a model operator and its adjoint admits
a lift to Hilbert’s Hankel matrix.
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5. Concluding Remarks

The goal of this final section is to outline potential directions for refining the results ob-
tained so far in this paper, as well as to demonstrate the triviality of further improvement.
We will also talk about inner functions connected to the kernels of Hankel operators and
how they relate to the Beurling-type invariant subspaces of Hankel operators.

5.1. Toeplitz formulation. The formulation of the lifting problem on model spaces
presented in this paper can be applied to a wide range of problems. Although interesting
to study (and have been in many cases), similar questions in other contexts may not always
have pleasing answers. In the following, we discuss one such situation that becomes trivial.
Recall that Tϕ denotes the Toeplitz operator with symbol ϕ ∈ L∞(T), where

Tϕ = P+Lϕ|H2 .

Recall the algebraic classification of Toeplitz operators (see Brown and Halmos [5]):
X ∈ B(H2) is a Toeplitz operator if and only if T ∗zXTz = X. We are specifically interested
in the model space variant of this classification.

Proposition 5.1. Let Qu ⊆ H2 be a model space, and let X ∈ B(Qu). Then
S∗uXSu = X,

if and only if

X = 0.

Proof. We follow the notations from Section 2. Therefore, Su = i∗Qu
TziQu , and hence

S∗uXSu = X implies

i∗Qu
T ∗z iQuXi

∗
Qu
TziQu = X,

which gives

(PQuT
∗
z iQu)X(i∗Qu

TzPQu) = iQuXi
∗
Qu
.

Using the identity PQuT
∗
z iQu = T ∗z iQu from (2.1), we see that

T ∗z (iQuXi
∗
Qu

)Tz = iQuXi
∗
Qu
,

and then the Brown and Halmos classification of Toeplitz operators implies iQuXi
∗
Qu

= Tϕ
for some ϕ ∈ L∞(T). Finally, recall from (2.2) that

iQuXi
∗
Qu

=

[
X 0
0 0

]
,

and subsequently

Tϕ =

[
X 0
0 0

]
.

In particular, Q⊥u ⊆ kerTϕ ∩ kerT ∗ϕ. On the other hand, by Coburn’s lemma on Toeplitz
operators [6, Theorem 4.1], if ϕ 6= 0, then we have

kerTϕ ∩ kerT ∗ϕ = {0},

yielding that Q⊥u = {0}. This contradicts the fact that Q⊥u , which is a Beurling-type
subspace, cannot be trivial. Therefore, Tϕ = 0 and hence X = 0. This completes the
proof. �
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Therefore, the Toeplitz operator problem in the setting of model spaces has only a
trivial solution.

5.2. Dilation formulation. The aim here is to discuss some possible generalizations of
the results of this paper with the aid of dilation theory. While it may not be entirely
evident if all the results accept higher generalizations, like in the context of vector-valued
Hankel operators, some of the results admit immediate modifications. For example, we
can easily convert Theorem 2.3 into the terminology of isometric dilation (see [7] for all
the terms).

Let T acting on a Hilbert space H be a contraction, and let V on a Hilbert space
K(⊇ H) be the minimal isometric dilation of T . A bounded linear operator X : K → K
is said to be V -Hankel if

V ∗X = XV.

With a little more work, the same line of argument will lead to the general statement of
Theorem 2.3, as follows:

Proposition 5.2. Let X : H → H be a bounded linear operator. Then T ∗X = XT if and
only if there exists a V -Hankel operator Y on K such that

Y =

[
X 0
0 0

]
,

with respect to the decomposition K = H⊕ (K 	H). In particular, in the above case, we
have the following:

X = Y |H.
It is, however, unclear how to obtain a concrete representation of the V -Hankel operator

Y .

5.3. Hankel kernels. Let ϕ ∈ L∞(T), and suppose that kerHϕ 6= {0}. We know by the
Hankel-condition (1.1), there exists an inner function wϕ ∈ H∞(D) such that kerHϕ is a
nonzero shift invariant subspace of H2, namely wϕH

2. That is

kerHϕ = wϕH
2.

Consider a nonconstant inner function u ∈ H∞(D). We recall from Theorem 1.5 that
uH2 is invariant under Hϕ if and only if uH2 ⊆ kerHϕ. Therefore, we are in the following
situation:

uH2 ⊆ kerHϕ = wϕH
2.

It is now evident that the above condition is equivalent to the existence of an inner
function v ∈ H∞(D) such that

u = wϕv.

This proves the following characterization of Beurling-type invariant subspaces of Hankel
operators:

Theorem 5.3. Let ϕ ∈ L∞(T), and suppose

kerHϕ = wϕH
2,

for some inner function wϕ ∈ H∞(D). If u ∈ H∞(D) is an inner function, then uH2 is
invariant under Hϕ if and only if there exists an inner function v ∈ H∞(D) such that

u = wϕv.
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In other words, all inner multiples of wϕ implement Beurling-type invariant subspaces
of Hϕ, where wϕ is the Beurling inner function of kerHϕ (provided the kernel space is
nonzero).

The (well-known) clarification above has shown us that Hankel operators yield inner
functions through their kernel spaces (as long as they are nonzero). Let us complete
this (well-known) link of inner functions with the kernels of Hankel operators before we
call the paper to an end. For any inner function u ∈ H∞(D), there is always a symbol
ϕ ∈ L∞(T) such that

kerHϕ = uH2.

This fact can be found in [15, page 15, Theorem 2.4], particularly in the setting of Hankel
operators from H2 to (H2)⊥. For the current setting, simply define the symbol

ϕ = z̄Ju.

In this case, one sees that
kerHz̄Ju = uH2.

We present an outline of the proof, as it is simplified in this setting. First, we note that
(Ju)(z)(Ju)(z) = 1 for a.e. z ∈ T. For all f ∈ H2, we have

Hz̄Juuf = P+(z̄JuJuJf)

= P+(z̄Jf)

= 0,

and hence uH2 ⊆ kerHz̄Ju. For the reverse inclusion, we now appeal to Beurling to get
an inner function v ∈ H∞(D) such that

kerHz̄Ju = vH2.

We already know that uH2 ⊆ vH2. Now v = v × 1 ∈ vH2 implies that Hz̄Juv = 0, and
hence

P+(z̄Ju)Jv = 0.

Again, in view of uH2 ⊆ vH2, there exists an inner function w ∈ H∞(D) such that

u = vw.

This implies Ju = Jv Jw, and then the above identity yields

P+(z̄Jw) = 0.

On the other hand, writing

w =
∞∑
n=0

αnz
n,

we find, on T, that

z̄Jw = ᾱ0z̄ +
∞∑
n=0

ᾱn+1z
n.

Consequently, P+(z̄Jw) = 0 forces that

αn = 0,

for all n ≥ 1, and hence, w(z) = α0 for all z ∈ D. This shows that

u = α0v,
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and α0 ∈ T. This proves that kerHz̄Ju = uH2.
As presented in this paper, the principle of lifting and the existence of Beurling-type

invariant and reducing subspaces rely heavily on the kernel spaces of Hankel operators.
The relationship between inner functions and the nontrivial kernel spaces of Hankel op-
erators suggests that the theory described here encompasses a wide range of functions,
spaces, and operators.
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